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1.  Introduction 

1.1  Background of Study 

In the modern era, technology has become an important part of our daily lives, shaping not only our communication 

(Rogers, 1986) but also our understanding of the ethical values (Namukasa, 2025) that form the basis of civilization 

(Misra, 2022). In fact, experts and thinkers agree that humans are the most important element for the survival of any 

civilization (Alegre, 2024). The formation of a civilization is closely tied to human development (Matcas, 2016), and the 

efforts of a society to build its civilization contribute to its progress (Mitra, 2025). Many scholars view artificial 
intelligence (AI)’s potential as a major asset for societal development (UNDP, 2025) and for achieving the goals of a 

developed nation (Brandao, 2025). Indeed, the high level of public trust in AI’s ability to enhance life is largely driven 

by its capacity to simplify daily tasks and provide greater convenience (McIntyre et al., 2025). Thus, the rapid progress 

of modern technology, particularly in AI systems, has brought both significant advantages (Tai, 2020) and challenges 

(Sakubu, 2025) to humanity. 

Abstract: This study examines the necessity of adopting a human-centric approach to artificial intelligence (AI) 

ethics, emphasizing the integration of empathy, dignity, and moral accountability within AI-driven educational 

ecosystems. Using a mixed-methods design, the research collected quantitative survey data from 80 Malaysian 

primary school teachers and qualitative interview insights from seven participants. Findings reveal that teachers 

generally perceive AI as a beneficial tool that enhances efficiency and learning experiences, yet they express 

concern about ethical issues such as privacy, transparency, and algorithmic bias. The participants strongly advocate 

for AI policies and systems that prioritize human values and civilizational continuity. Thematic analysis highlights 

six core themes: AI as a practical assistant, human–AI collaboration, safeguarding human intellect, societal 

responsibility, ethical safeguards, and fostering creativity. The study concludes that ethical AI integration must 

move beyond technical compliance toward relational accountability, inclusive governance, and pedagogical 

empowerment. It recommends developing national ethical frameworks, professional AI literacy programs, and 

participatory design models that ensure technology remains aligned with human welfare and educational integrity. 

Finally, this paper contributes to global discourse by proposing a holistic framework for embedding human values 

in AI ethics 
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The advancement of modern technology, especially in AI, has a major impact on how society defines and determines 

its culture (UNESCO, 2025). The rapid advancement of AI has made it a central component of modern life, influencing 

everything from communication and education to healthcare and administration (Sari and Purwanta, 2021). Nevertheless, 

this study believes that the connection between AI technology and human-centric approach has also changed our 

understanding of the balance between the utilization of technology and human civilization. With the current progress of 

AI, it is possible to create a balance between using AI and preserving core human ethical values and principles (Fan, 

2024). This balance allows us to leverage AI technology’s capabilities while promoting concepts such compassion, 

empathy, and respect for human dignity (Kumar and Rangoli, 2025). The link between technology and human values is 

very important in the age of AI (Alalaq, 2025). Indeed, this technological advancement is seen as a significant force for 

improving the quality of human life (Alsaleh, 2024), offering the promise of more precise and rapid outcomes compared 

to traditional methods (Vernyuy, 2024).  

Despite several promising benefits, however, the unguided implementation of AI presents significant ethical 

challenges that can negatively impact human civilization (Mehra, 2025). The core problem lies in the potential for AI to 

undermine fundamental human values if not developed with a human-centric approach in mind (Chong et al., 2025). 

Without careful consideration, AI systems could exacerbate inequalities or infringe upon personal rights (Sabah et al., 

2025). Therefore, the rise of AI has sparked a crucial conversation about the need for a delicate balance between 

leveraging this technology and preserving core human principles, such as empathy, compassion, and personal dignity 

(Nikitenko et al., 2025). In the modern era, eventually, the link between technology particularly AI and civilizational 

values is more important than ever. 

Thus, the purpose of this paper is to elucidate a human-centered approach to AI ethics. The primary goal is to 

investigate whether human values might be efficiently incorporated into AI systems to build an equitable and ethical 

society. The research problem revolves around the urgent demand for an equilibrium strategy: one that properly utilizes 

AI’s enormous capability while also upholding and enriching human well-being and cultural norms. The research paper 

addresses the issues of individuals who are skeptical of AI’s ability to incorporate values, suggesting that prioritizing 

ethics in the design stage is critical for establishing trust in society as well as guaranteeing that technology benefits 

mankind. Hence, to achieve this aim, the paper addresses the following research questions: 

a.  What are the teachers’ perspectives on the potential benefits of AI? 

b. What are the teachers’ perspectives on ethical and societal implications of AI? 

c. What are the teachers’ perspectives on AI and human values? 

d. What recommendations can be proposed to support the human-centric approach to AI ethics? 

 

1.2  Literature Review 

Fundamentally, the ethical issues surrounding AI have developed across advancements in technology, progressing from 

theoretical discourse to practical, real-life dilemmas (Annet, 2025). The philosophical origins of AI ethics could be linked 

back to theorists which debated the origins of intellect and awareness, as well as the moral consequences of developing 

sentient beings (Akova, 2023). However, as AI becomes more integrated into everyday usage, attention has turned from 

hypothetical concerns to concrete ethical frameworks (Lee et al., 2025). Scholars such as Creswell (2014) in quantitative 

research design, as well as others who have documented the rise of AI’s influence on various sectors, have provided the 

methodological and contextual foundation for such debates (Sari and Purwanta, 2021). 

Current AI ethics frameworks often center on a set of core principles designed to guide the development and 

deployment of AI systems (Papagiannidis et al., 2025). These principles typically include fairness (Radanliev, 2025), 

ensuring that AI decisions do not perpetuate or amplify societal biases (Ferrara, 2023); accountability, establishing who 

is responsible for an AI system's actions; and transparency (Cheong, 2024), making AI’s decision-making processes 

understandable to humans (Jowader, 2025). Organizations like IBM and UNESCO have contributed significantly to these 

frameworks, emphasizing the importance of ethical guidelines in AI development (Gade, 2025). IBM’s approach to AI 

ethics focuses on three pillars: the purpose of AI, the data used to train it, and the process of its development (Kirova et 

al., 2025), while UNESCO (2022) has provided a comprehensive recommendation on the ethics of AI, highlighting the 

need for global cooperation. 

Despite these efforts, a critical gap exists in many current approaches. A significant portion of the literature and 

current frameworks tend to be technology-focused, prioritizing the technical aspects of AI rather than its impact on human 

well-being (Yuxuan and Wan Hussain, 2025). They often focus on how to make the AI system itself more “ethical” 

(reducing algorithmic bias) without deeply exploring how technology interacts with and affects human values on a 

broader societal level (Hanna et al., 2025). This narrow perspective often fails to fully address public concerns about the 

moral and safety implications of AI (Nawi, 2020). Research has shown that a lack of public understanding about AI can 

lead to uncertainty and apprehension regarding its potential risks (Brauner et al., 2023). 

This gap highlights the need for a human-centric approach to AI ethics. While current frameworks are necessary, 

they are not sufficient. A human-centric model goes beyond technical principles to consider the preservation and 

enhancement of human dignity, compassion, and civilizational values (Gilbert and Gilbert, 2024). It recognizes that 

humans, as the primary actors, must be the ones to influence and shape the future of AI (Kirk et al., 2025). This approach 

acknowledges that while AI can make future predictions based on existing data, the human intellect remains crucial for 
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evaluating and refining these predictions (Akinnagbe, 2024). The literature suggests that for AI to truly be a tool for 

societal enrichment, it must be developed with a strong foundation in moral and ethical values determined by society 

itself (Wiese et al., 2025). This is because the capability to perfect creations is more confidently entrusted to humans. 

In the end, an analysis of the existing research indicates a shift from conceptual debates to principle-based 

frameworks. Yet most contemporary frameworks are largely technology-focused, leaving a significant gap in the subject 

matter. This study attempts to address the gap by proposing explaining a human-centered approach to AI ethics, one 

which emphasizes the incorporation of essential human values into all aspects of AI development and application. This 

strategy is vital for establishing public trust, assuring responsible AI utilization, and developing an environment wherein 

AI really benefits mankind. 

 

2.  Methodology 

This study employs mixed methods to investigate the primary school teachers’ perspectives between AI and human-

centric values. This approach, as defined by Creswell (2014), prioritizes the collection and analysis of numerical data to 

understand an occurrence in real setting. The primary objective is to determine and explain patterns and connections 

within the data, specifically focusing on the extent of AI’s influence on human-centric principles. The study’s design is 

explanatory sequential design by collecting and analyzing quantitative data first and then using qualitative data to help 

explain the quantitative results (Creswell and Clark, 2017). At the same time, this study gathers data at a single point in 

time to capture a snapshot of public opinion and perceptions (Cohen et al., 2007). 

The data collection process was conducted using a Google Form survey, a method chosen for its efficiency in 

gathering data from a dispersed population and its suitability for systematic analysis (Lochmiller and Lester, 2015). The 

survey consisted of six specific questions designed to assess teachers’ perspectives and potential benefits of AI, its ethical 

and societal implications of AI, besides its integration with human-centric values. The questions were carefully put on 

aligning with the research objectives, ensuring that the collected data directly addressed the key questions of the study. 

The quantitative sample for survey consisted of 80 respondents, selected using simple random sampling 

(probability) to provide a balanced and insightful perspective. While the qualitative participant for interview comprised 

4 men and 3 women using purposive sampling (non-probability), a ratio intended to ensure balance and a comprehensive 

understanding of feedback from participants (Creswell, 2014). The target population was the public-school teacher, with 

a specific focus on exposure to AI technology in their daily teaching task. The majority of respondents were aged 30 to 

40 (45 individuals), with smaller numbers from 40-50 (30 individuals) and 50-and-above (5 individuals) age groups. This 

age distribution was designed to capture a range of perspectives, from those who grew up with AI to those who have 

witnessed its more recent integration into society. The purposeful selection of this sample aligns with similar studies that 

examine teacher perception of AI and its societal impact (Razak and Norman, 2025; Sivanganam et al., 2025). 

The collected data was processed using descriptive statistical analysis and thematic analysis. This involved 

calculating percentages, frequencies, mean and standard deviation to summarize the responses to each survey question 

beside creating themes based on the research questions. This form of analysis allowed for a clear and direct interpretation 

of the data, providing a solid foundation for the subsequent discussion and conclusions. 

 

2.1 What are the teachers’ perspectives on the potential benefits of AI? 
 

 Table 1. Teachers’ Perspectives on the Potential Benefits of AI 

Statement Frequency Percentage Mean SD 

AI can significantly improve the quality of human life. 61 76.3 3.94 0.89 

AI helps me complete tasks more efficiently. 65 81.3 4.02 0.81 

AI simplifies my daily tasks and routines. 57 71.3 3.79 0.93 

AI’s solutions are more accurate than traditional 

methods. 
47 58.8 3.54 1.01 

Benefits of AI outweigh its potential risks. 42 52.5 3.51 1.06 

AI provides convenient access to information and 

services. 
64 80.0 4.01 0.83 

AI can positively impact education. 68 85.0 4.07 0.84 

 

The descriptive analysis of teachers’ responses reveals a generally positive orientation toward the potential benefits of 

AI in educational and societal contexts. Table 1 presents the distribution of responses across seven key benefit statements, 

with mean scores ranging from 3.51 to 4.07, indicating moderate to high levels of agreement. The highest-rated item is 

“AI can positively impact education” (M = 4.07, SD = 0.84) that underscores teachers’ recognition of AI’s strategic 

relevance in domains closely aligned with their professional values (Muhamed and Kamsin, 2025). Similarly, the strong 

endorsement of AI’s efficiency (M = 4.02) and informational accessibility (M = 4.01) suggests that teachers perceive AI 

as a facilitator of both pedagogical and administrative tasks (Xue et al., 2025).  
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Conversely, the relatively lower mean scores for statements concerning AI’s accuracy (M = 3.54) and risk-benefit 

balance (M = 3.51) indicate a nuanced stance. While a majority still agreed with these statements, the elevated standard 

deviations (SD = 1.01 and 1.06, respectively) point to greater variability in perceptions that possibly reflect ethical 

concerns, trust issues, or limited exposure to AI-integrated systems (Govindarajoo et al., 2025). Largely, the data suggest 

that Malaysian secondary school teachers exhibit a cautiously optimistic view of AI (Qil et al., 2025), valuing its practical 

benefits while remaining mindful of its limitations (Zulkarnain and Yunus, 2023). These findings align with global trends 

in educational technology adoption, where enthusiasm is tempered by calls for critical engagement and professional 

development (Panjani, 2024). 

 

2.2 What are the teachers’ perspectives on ethical and societal implications of AI? 

 

Table 2. Teachers’ Perspectives on Ethical and Societal Implications of AI 

Statement Frequency Percentage Mean SD 

Concerned about AI violating personal privacy 56 70.0 3.80 0.96 

AI may deepen societal inequality 51 63.8 3.65 1.00 

AI systems should be transparent and understandable 68 85.1 4.21 0.81 

Possible to integrate human civilization values into AI 59 73.8 3.89 0.89 

Unsure about AI’s future due to ethical concerns 54 67.6 3.73 0.94 

Developers/authorities have provided sufficient risk 

information 
28 35.0 3.02 1.17 

Concerned AI lacks moral/ethical considerations for 

responsible use 
59 73.8 3.86 0.91 

The data in Table 2 reveal a nuanced and ethically engaged stance among Malaysian secondary school teachers regarding 

the societal ramifications of AI. While respondents generally acknowledge the transformative potential of AI, their views 

are tempered by concerns over transparency, equity, and moral accountability (Zhang et al., 2025). The highest-rated 

item is “AI systems should be transparent and understandable” (M = 4.21, SD = 0.81) that demonstrates a strong 

normative expectation among teachers for ethical accountability and system explainability (Govindarajoo et al., 2025). 

This aligns with global calls for interpretable AI, particularly in high-stakes domains such education (Davidson, 2024). 

Concerns about privacy (M = 3.80), moral accountability (M = 3.86), and ethical uncertainty (M = 3.73) further suggest 

that teachers are not merely passive adopters of technology but active evaluators of its societal implications (Dilek and 

Baran, 2025). The relatively high standard deviations across these areas indicate diverse perspectives, possibly shaped 

by varying levels of exposure, digital literacy, and institutional support (Todino, 2025). Notably, the lowest-rated item is 

“Developers/authorities have provided sufficient risk information” (M = 3.02, SD = 1.17) that points to a perceived gap 

in communication and governance. This finding highlights the need for more robust policy frameworks, stakeholder 

engagement, and professional development initiatives to bridge the trust deficit between teachers and AI developers 

(Hohma and Lutge, 2023). In sum, the data reflects a critical yet constructive stance: teachers recognize the ethical 

complexities of AI and advocate for systems that are transparent, inclusive, and aligned with human values (Fu and Weng, 

2024). These insights are vital for informing AI integration strategies in education are not only technically sound but 

socially responsible (Vias et al., 2025). 

 

2.3 What are the teachers’ perspectives on AI and human values? 

 

Table 3. Teachers’ Perspectives on AI and Human Values 

Statement Frequency Percentage Mean SD 

Balance between AI and human values can be 

achieved 
66 82.6 4.09 0.81 

AI can serve humanity without compromising 

empathy and compassion 
60 75.0 3.91 0.89 

Highlighting human nature ensures harmonious 

coexistence with AI 
63 78.8 4.00 0.85 

AI and human values are mutually exclusive and 

cannot coexist 
21 26.3 2.65 1.21 

Future AI policies should prioritize human values 70 87.5 4.28 0.74 

Trust that developers will prioritize human well-being 

and civilizational values 
47 58.8 3.55 1.05 

Optimistic about AI’s future to serve humanity 65 81.3 4.09 0.84 

The data presented in Table 3 reflect a predominantly optimistic and value-conscious orientation among Malaysian 

primary school teachers regarding the integration of AI with humanistic principles. The responses suggest that teachers 



Zainudin1 et al., Journal of Technology and Humanities Vol. 4 No. 1 (2025) p. 41-52 

 

45 

perceive AI not as a threat to human values, but as a tool whose ethical alignment depends on intentional design and 

policy stewardship (Kucukuncular and Ertugan, 2025). The highest-rated item is “Future AI policies should prioritize 

human values” (M = 4.28, SD = 0.74) that signals a clear normative expectation among teachers for governance 

frameworks that safeguard empathy, dignity, and civilizational continuity (Georgiadis and Arvanitidou, 2024). This 

finding aligns with global discourses on responsible AI, where human-centricity is increasingly viewed as a prerequisite 

for sustainable innovation (Sigfrids et al., 2023). Teachers also express confidence in the possibility of harmonizing AI 

with compassion and empathy (M = 3.91), and in the role of human nature as a guiding principle for coexistence (M = 

4.00). These perspectives suggest that teachers envision AI not merely as a technological advancement, but as a 

sociotechnical system that must be anchored in ethical reflection and cultural sensitivity (Promsiri, 2025). Interestingly, 

the statement “AI and human values are mutually exclusive and cannot coexist” received the lowest mean score (M = 

2.65, SD = 1.21), indicating broad disagreement with the notion of inherent incompatibility. This rejection of binary 

thinking reflects a more integrative and hopeful stance, where AI is seen as capable of complementing rather than 

displacing human value (George, 2024). However, the moderate score for trust in developers (M = 3.55, SD = 1.05) 

reveals a degree of skepticism regarding the intentions and accountability of AI stakeholders. This ambivalence 

underscores the need for transparent, participatory, and ethically grounded development processes that actively involve 

teachers and other end-users (Harjatanaya et al., 2025). 

2.4 What recommendations can be proposed to support the human-centric approach to AI ethics?  

  

Table 4: Thematic Analysis of Human-Centric Approach to AI Ethics 

Theme Subtheme Coded Excerpts 

1. AI as a Practical Assistant 

in Daily Tasks 

Efficiency in Teaching 

Tasks 

“I used ChatGPT to draft lesson plans it saved me 

hours.” 

“AI helped me summarize student feedback quickly.” 

Emotional Impact 
“It made me feel more in control of my workload.” 

“I felt less stressed during exam season.” 

2. Human-AI Collaboration in 

Idea Generation 

AI as a Spark, not a 

Solution 

“AI gave me a rough draft, but I had to refine it to suit 

my students.” 

“It’s like having a brainstorming partner.” 

Human Judgment as 

Essential 

“AI lacks context only I know what works in my 

classroom.” 

“It’s useful, but not final.” 

3. Safeguarding Human 

Intellect 

Augmentation over 

Replacement 

“AI should support not replace teachers.” 

“We need to teach students how to think, not just use 

tools.” 

Curriculum Integration 
“Critical thinking must be embedded in AI literacy.” 

“We should design tasks that require human insight.” 

4. Societal Responsibility in 

AI Ethics 

Cultural Embedding 
“AI must reflect our values, not just global norms.” 

“Local educators should be part of AI design.” 

Policy and Oversight 
“We need clear guidelines on ethical use.” “Ministries 

should regulate how AI is used in schools.” 

5. Ethical Concerns and 

Safeguards 

Privacy and 

Surveillance 

“I worry about student data being misused.” 

“Who controls the information AI collects?” 

Bias and Fairness 
“AI might reinforce stereotypes.” 

“We need transparency in how decisions are made.” 

6. Fostering Creativity and 

Critical Thinking 

Pedagogical Strategies 
“Let students critique AI outputs.” 

“Use AI to provoke deeper questions, not just answers.” 

Empowerment through 

Inquiry 

“Creativity is our edge; AI can’t replicate that.” 

“We must teach students to challenge AI.” 

Thematic analysis of interview data yielded six interrelated themes that illuminate Malaysian primary school teachers’ 

nuanced perspectives on AI in education. These themes reflect a balance between pragmatic engagement, ethical 

reflection, and pedagogical intentionality as follows: 

 

Theme 1: AI as a Practical Assistant in Daily Tasks - Teachers consistently described AI as a time-saving tool that 

enhances task efficiency, particularly in lesson planning and feedback synthesis. The emotional relief associated with AI 

utilization such as reduced stress and increased control. This suggests that AI is perceived not merely as a technical aid 

but as a contributor to professional well-being (Kucukuncular and Ertugan, 2025).  
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Theme 2: Human-AI Collaboration in Idea Generation - Teachers framed AI as a generative partner rather than a 

final authority. While AI was valued for its capacity to spark ideas, teachers emphasized the indispensability of human 

judgment in contextualizing and refining outputs. This reflects a collaborative epistemology where AI augments but does 

not replace teacher tasks (Flavins et al., 2025). 

 

Theme 3: Safeguarding Human Intellect - Participants expressed strong convictions about preserving human cognitive 

primacy. AI was seen as a tool for augmentation, not substitution, with calls to embed critical thinking into AI literacy 

curriculum. This theme underscores the pedagogical imperative to cultivate discernment and intellectual autonomy in 

students (Ng, 2025). 

 

Theme 4: Societal Responsibility in AI Ethics - Teachers advocated culturally grounded AI design and policy oversight. 

The emphasis on local educator involvement and ethical regulation reflects a desire for participatory governance and 

context-sensitive implementation. This theme aligns with global discourses on inclusive and equitable AI development 

(Roche et al., 2021). 

 

Theme 5: Ethical Concerns and Safeguards - Concerns about privacy, surveillance, and algorithmic bias were 

prevalent. Teachers questioned data governance and emphasized the need for transparency in AI decision-making. These 

reflections highlight the ethical tensions inherent in educational AI adoption and the need for robust safeguards (Dave, 

2025). 

 

Theme 6: Fostering Creativity and Critical Thinking - AI was seen as a pedagogical provocation rather than a solution. 

Teachers proposed strategies that use AI to stimulate inquiry, critique, and creative expression. This theme positions AI 

as a catalyst for deeper learning, reinforcing the irreplaceable role of human imagination and critical engagement (Diaz 

Noguera, 2024). 

 

Eventually, these underlying perspectives represent teachers as contemplative practitioners who approach AI by means 

of the lenses of ethical pragmatist as well as pedagogical motivation. Their personal experiences argue for an equilibrium 

implementation of AI as one that improves teaching while not jeopardizing human values, ethical standards, or autonomy 

for students. 

In summary, the findings show teachers as ethically involved agents which demand AI systems that are not merely 

practical yet ethically compatible. Their perspectives provide important insights into developing AI policy that respect 

humanity, create trust, along with foster inclusive innovations in education as well. The results of this study indicate the 

vital necessity for a human-centered approach to AI ethics. The facts, specifically the significant degree of general 

acceptance of an equitable human-AI future, elevates this notion from a theoretical aspiration to a practical necessity for 

fostering public trust as well as preserving social well-being. The discussion explains such results and implications for 

diverse stakeholders and subsequently proposes a framework for real-world implementation. 

2.4   Data Analysis 

The reviewed literature presents a multifaceted analysis of the transformation of traditional newspaper groups in the 

context of media convergence. A thematic approach was used to identify recurring patterns and insights, which were 

categorized into four main dimensions: content innovation, technological integration, organizational restructuring, and 

policy support. 

First, content innovation has emerged as a key factor in ensuring audience engagement and relevance in the digital 

age. Second, the integration of advanced technologies such as artificial intelligence, big data, and cloud computing is a 

recurring theme. These technologies are used to optimize content production, enable precise audience targeting, and 

improve content distribution efficiency. Third, organizational restructuring is highlighted as a major challenge and a 

critical component of successful transformation. Resistance to change, lack of technical expertise, and rigid hierarchical 

structures were identified as significant barriers to innovation. Finally, policy support has played a pivotal role in 

facilitating the transformation of traditional newspaper groups. Government subsidies, regulatory frameworks, and 

infrastructure support have been instrumental in promoting the adoption of new technologies and the establishment of 

multi-platform ecosystems within media groups. 

 

3.  Results 

Table 3 presents the findings from 21 studies, categorized into key areas: content innovation, technological integration, 

organizational restructuring, and policy support. Each study emphasizes the profound impact of media convergence on 

traditional newspaper groups, capturing both the potential opportunities and limitations. 

In terms of content innovation (n=10), the studies highlight how traditional newspaper groups strengthen content 

innovation, enrich content formats, and enhance their communication and influence, while optimizing content production 

and user experience. Regarding technological integration (n=9), the studies explore how technological convergence is a 

key strategy for the transformation of traditional newspaper groups, using advanced technologies to achieve cross-media 
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content integration and efficient distribution, thereby improving communication effectiveness. For organizational 

restructuring (n=5), the studies demonstrate how traditional newspaper groups optimize their communication capabilities 

by integrating resources and establishing a cross-media matrix. However, all development strategies depend on policy 

support, which is closely tied to government regulation of public media in China. Policy support (n=6) is crucial, with 

these studies revealing that the establishment of new media matrices by traditional newspaper groups, leveraging the 

advantages of new media, relies on strong national policies and government funding, providing critical support for the 

transformation of newspaper groups. 

 

 

3. Implications 

The integration of quantitative survey data and qualitative thematic narratives offers a multidimensional understanding 

of Malaysian primary school teachers’ perspectives on AI in education specifically human-centric approach to ethical 

concerns. The findings reveal significant implications for educational policy, professional teaching development, 

curriculum design, and ethical governance. 

 

Policy and Governance Implications: Teachers’ strong endorsement of AI’s potential benefits particularly in enhancing 

efficiency, access to information, and societal well-being signals readiness for AI adoption in schools. However, their 

concerns regarding privacy, bias, and institutional transparency underscore the urgent need for robust regulatory 

frameworks (Cober et al., 2015; Govindarajoo et al., 2025). Policymakers must prioritize the development of national AI 

guidelines that address ethical utilization, data protection, and culturally responsive design (Floridi et al., 2018; Jobin et 

al., 2019). The low trust in developers and authorities to communicate risks (M = 3.02) suggests that top-down 

implementation strategies must be complemented by participatory governance involving educators as co-designers and 

evaluators (Dilek and Baran, 2025). 

 

Pedagogical and Curriculum Implications: The qualitative themes reveal that teachers perceive AI as a pedagogical 

assistant rather than a replacement. Their emphasis on human judgment, creativity, and critical thinking suggests that AI 

integration should be framed as augmentation, not automation (Vias et al., 2025). Curriculum designers should embed 

AI literacy within broader frameworks of digital citizenship, emphasizing ethical reasoning, contextual interpretation, 

and inquiry-based learning (Luckin, 2018; Georgiadis and Arvanitidou, 2024). Strategies such as student-led critiques of 

AI outputs and value-based discussions can foster deeper engagement and intellectual autonomy (Ng, 2025). 

 

Professional Development Implications: Teachers’ cautious optimism and ethical awareness point to the need for 

targeted professional development programs. These should move beyond technical training to include interpretive, 

ethical, and pedagogical dimensions of AI utilization (Panjani, 2024). Workshops and collaborative design labs can 

empower teachers to experiment with AI tools while critically reflecting on their implications (UNDP, 2025). Given the 

variability in perceptions as evidenced by elevated standard deviations in risk-related items, differentiated support is 

essential to accommodate diverse levels of digital fluency and ethical literacy (Kucukuncular and Ertugan, 2025). 

 

Socio-Cultural Implications: The call for AI systems to reflect local values and civilizational principles highlights the 

importance of cultural embedding in AI design. Teachers’ narratives advocate for systems that are not only functional 

(Dave, 2025) but also aligned with national educational philosophies and community norms (UNDP, 2025). This suggests 

that AI deployment in Malaysian schools must be context-sensitive, inclusive, and dialogic (Vias et al., 2025) by engaging 

educators, students, and local stakeholders in shaping ethical and culturally resonant AI ecosystems (Seldon and Abidoye, 

2018; Zawacki-Richter et al., 2019). 

 

Collectively, the findings underscore a dual imperative: to embrace technological innovation while ensuring human-

centric governance. This study’s conceptual framework, therefore, provides stakeholders with the necessary guidance to 

align AI innovation with the transformative goals of Malaysian education, fostering an approach that is both 

technologically potent and ethically sound. 

 

4. Recommendations 
As AI become increasingly embedded in educational contexts, ethical considerations must extend beyond technical 

safeguards and algorithmic design. A human-centric approach to AI ethics foregrounds the lived experiences, values, and 

agency of educators and learners, emphasizing relational accountability over computational precision. This perspective 

challenges the dominant techno-solutionist paradigm by situating AI within broader socio-cultural and pedagogical 

ecosystems. Policy frameworks must evolve to reflect this shift. Ethical guidelines should not only regulate data privacy 

and algorithmic transparency but also ensure contextual equity and participatory governance. Mandating teacher 

involvement in AI procurement and implementation processes affirms their role as co-designers rather than passive 

adopters. Longitudinal studies are essential to assess AI’s impact on professional identity, instructional autonomy, and 

systemic inclusion. Professional development must prioritize critical AI literacy, enabling educators to interrogate design 
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assumptions and advocate for culturally responsive tools. Reflective communities of practice can foster ethical dialogue 

and collaborative sense-making, reinforcing human judgment in AI-mediated environments. In classrooms, AI should 

support and not supplant the teacher’s expertise. Human-AI collaboration models must preserve pedagogical 

intentionality and relational depth. Tools must be designed to recognize diverse learner identities and promote student 

agency, curiosity, and autonomy. Ultimately, ethical AI integration demands a paradigm shift: from code-centric 

compliance to human-centric care. By aligning policy, pedagogy, and professional empowerment, stakeholders can 

ensure that AI serves as a catalyst for equity, dignity, and transformative learning. 

 

Table 5: Framework of Policy Matrix: Human-Centric AI Ethics in Education 

Strategic Domain Actionable Recommendation 
Responsible 

Stakeholders 
Intended Outcome 

Policy 

& 

Governance 

Establish ethical AI guidelines 

(privacy, transparency, equity) 

Ministries of Education, 

Regulatory Bodies 

Safeguarded rights and 

equitable AI deployment 

Mandate teacher involvement in AI 

procurement 

School Leaders, 

Procurement 

Committees 

Contextual relevance and 

pedagogical alignment 

Fund longitudinal studies on AI’s 

impact 

Research Councils, 

Government Agencies 

Evidence-informed policy 

and sustained evaluation 

Professional 

Development 

Develop tiered AI literacy 

programs for educators 

Teacher Training 

Institutes, EdTech 

Providers 

Scalable capacity building 

across roles and contexts 

Integrate AI scenarios into pre-

service teacher education 

Universities, 

Accreditation Bodies 

Critical engagement and 

future-ready educators 

Support reflective communities of 

practice 

School Networks, 

Professional 

Associations 

Collaborative innovation and 

ethical dialogue 

Pedagogical 

Practice 

Promote human-AI collaboration 

models in instruction 

Curriculum Designers, 

Teachers 

Augmented teacher 

judgment and relational 

pedagogy 

Ensure cultural and linguistic 

responsiveness in AI tools 

EdTech Developers, QA 

Panels 

Inclusive learning 

environments and identity 

affirmation 

Monitor AI’s influence on student 

motivation and autonomy 

Teachers, School 

Psychologists 

Enhanced learner agency and 

engagement 

Research  

&  

Evaluation 

Adopt mixed methods approaches 

to evaluate AI in education 

Academic Researchers, 

Think Tanks 

Nuanced understanding of 

AI’s educational impact 

Develop conceptual models linking 

AI use to teacher empowerment 

Policy Analysts, 

Educational Researchers 

Frameworks for sustainable 

and empowering integration 

Conduct cross-national 

comparative studies 

International Consortia, 

UNESCO, OECD 

Globally relevant insights 

and culturally responsive 

policy 

 

5.  Conclusion 

The ethical integration of artificial intelligence in education must move beyond technical compliance and embrace a 

human-centric paradigm one that prioritizes relational accountability, contextual equity, and professional agency. 

Teachers are not merely end-users of AI systems; they are critical actors whose insights, values, and pedagogical expertise 

must inform every stage of AI design, deployment, and evaluation. By embedding ethical considerations into policy, 

professional development, and classroom practice, stakeholders can ensure that AI supports and not supplants the human 

judgment and instructional intentionality. This approach demands systemic commitment: national guidelines must reflect 

ethical pluralism and local realities; professional development must cultivate critical AI literacy; and classroom tools 

must be responsive to diverse learner identities. Research must illuminate the lived experiences of educators and learners, 

using mixed-methods and conceptual modeling to guide sustainable innovation. In the end, a human-centric ethic 

reframes AI not as a neutral tool, but as a socio-technical actor embedded in complex educational ecologies. By centering 

human dignity, cultural responsiveness, and collaborative design, we can shape AI systems that advance equity, foster 

empowerment, and enrich the moral fabric of education. This is not merely a technical challenge it is a collective ethical 

responsibility. 
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